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Abstract 

 This report provides a study of Neural Network Learning Generalization with 

Gaussian Noise Injection. Though such injections have been studied when applied to data. 

There have been few studied on understanding the Neural Network Generalization when 

applied to network activation.  

Here we derive the generalization of the Neural Network with gaussian noise 

injection, obtained by scaling the injection noise to original data. we show analytically and 

empirically that such generalization produces the accuracy with different datasets 
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Objective 

This project will aim to uncover these mechanisms to better understand the generalization in 

neural network with GNIs. We aim to get the result from train the neural network model with 

the difference datasets that have been injected with the various of noise data. Also, to 

determine that is noise adding technique could improving generalization in neural network.  

 

Introduction 

Gaussian noise injections (GNIs) are a simple and widely-used regularization method for 

training neural networks, noise injection techniques involve multiplying samples from a noise 

distribution to the weights of a neural network during training. Such techniques have 

numerous demonstrated advantages. Models that have been trained with noise frequently 

generalize to new data better and are less likely to overfit. [1] Explicit Regularization in Gaussian 

Noise Injections Research  

Numerous research has been conducted on the advantages of noise data, but the exact 

processes by these injections work remain unclear. Early results suggest that to reduce 

overfitting by training the network on noise data and by changing the complexity of the 

model network. Most research said, introducing noise to a dataset can indeed have a positive 

influence on the model.[2] Train Neural Network With noise [3] Noise Affect generalization 

 

Concretely our studies are: 

- We derive an analytic form for a generalizer with GUIs  

- We scaling the value of noise to inject to the original data  

- Finally, we show analytically and empirically about the result of generalization 

accuracy value when finish training the model 
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Method 

How to do 

Datasets 

Firstly, we research the datasets from various sources and try to get the best suitable datasets 

which contained many kinds of attributes with the output which are Boolean type (0,1). we 

choose the appropriate datasets for this experiment which the data must be the binary 

classification data. Which most data used in this experiment retrieve from Kaggle and Google 

Data Finder. [4] Kaggle [5] Data finder 

Secondly, after we get all datasets that we will use in our experiment, we balance the data by 

using out sprit train-test program and get the equal output of data and generate in to new csv 

file for training. This method we sprit train-test data and prepare the data to train in the 

model. 

Dataset that we use: 

- Breast Cancer Dataset (570 of Data Row) 

- Diabetes Dataset (769 of Data Row) 

- Smoking Dataset (55693 of Data Row) 

- Wine Quality Dataset (1600 of Data Row) 

- Heart Disease Dataset (1026 of Data Row) 

Breast Cancer Dataset 

Features are computed from a digitized image of a fine needle aspirate (FNA) of a breast 

mass. They describe characteristics of the cell nuclei present in the image. 

a) radius (mean of distances from center to points on the perimeter) 

b) texture (standard deviation of gray-scale values) 

c) perimeter 

d) area 

e) smoothness (local variation in radius lengths) 

f) compactness (perimeter^2 / area - 1.0) 

g) concavity (severity of concave portions of the contour) 

h) concave points (number of concave portions of the contour) 

i) symmetry 

j) fractal dimension ("coastline approximation" - 1) 

k) diagnosis (0 or 1) 

The mean, standard error and "worst" or largest (mean of the three 

largest values) of these features were computed for each image, 
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resulting in 30 features. For instance, field 3 is Mean Radius, field 

13 is Radius SE, field 23 is Worst Radius. [6] Breast Cancer Dataset 

Diabetes Dataset 

This dataset is originally from the National Institute of Diabetes and Digestive and Kidney 

Diseases. The objective is to predict based on diagnostic measurements whether a patient has 

diabetes. 

Several constraints were placed on the selection of these instances from a larger database. In 

particular, all patients here are females at least 21 years old of Pima Indian heritage. [7] 
Diabetes Dataset 

Pregnancies: Number of times pregnant 

Glucose: Plasma glucose concentration a 2 hours in an oral glucose tolerance test 

BloodPressure: Diastolic blood pressure (mm Hg) 

SkinThickness: Triceps skin fold thickness (mm) 

Insulin: 2-Hour serum insulin (mu U/ml) 

BMI: Body mass index (weight in kg/(height in m)^2) 

DiabetesPedigreeFunction: Diabetes pedigree function 

Age: Age (years) 

Outcome: Class variable (0 or 1) 

 

Smoking Dataset 

This dataset is a collection of basic health biological signal data 

To determine the presence or absence of smoking through bio-signals 

Columns contained 

age : 5-years gap 

height(cm) 

weight(kg) 

waist(cm) : Waist circumference length 

eyesight(left) 

eyesight(right) 
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hearing(left) 

hearing(right) 

systolic : Blood pressure 

relaxation : Blood pressure 

fasting blood sugar 

Cholesterol : total 

triglyceride 

HDL : cholesterol type 

LDL : cholesterol type 

hemoglobin 

Urine protein 

serum creatinine 

AST : glutamic oxaloacetic transaminase type 

ALT : glutamic oxaloacetic transaminase type 

Gtp : γ-GTP 

oral : Oral Examination status 

Dental caries 

Smoking (1 or 0) 

To prepare smoking dataset, we remove other Boolean data type such as hearing, urine 

protein, and dental caries. Which could interrupt the training process and get the inaccurate 

accuracy. [8] Smoking Dataset 

 

Wine Quality Dataset 

The dataset is related to red and white variants of the Portuguese "Vinho Verde" wine. 

Input variables (based on physicochemical tests): 

 

1 - fixed acidity 

2 - volatile acidity 

3 - citric acid 

4 - residual sugar 
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5 - chlorides 

6 - free sulfur dioxide 

7 - total sulfur dioxide 

8 - density 

9 - pH 

10 - sulphates 

11 - alcohol 

Output variable (based on sensory data) [9] Wine Quality Dataset 

 

Heart Disease Dataset 

This data set dates from 1988 and consists of four databases: Cleveland, Hungary, 

Switzerland, and Long Beach V [10] Heart Disease Dataset 

Attribute Information: 

1. age 

2. sex 

3. chest pain type (4 values) 

4. resting blood pressure 

5. serum cholestoral in mg/dl 

6. fasting blood sugar > 120 mg/dl 

7. resting electrocardiographic results (values 0,1,2) 

8. maximum heart rate achieved 

9. exercise induced angina 

10. oldpeak = ST depression induced by exercise relative to rest 

11. the slope of the peak exercise ST segment 

12. number of major vessels (0-3) colored by flourosopy 

13. thal: 0 = normal; 1 = fixed defect; 2 = reversable defect 

The names and social security numbers of the patients were recently removed from 

the database, replaced with dummy values. 

 

Example of Diabetes Original Dataset 
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Example of Diabetes Train-Test Sprit Dataset (Balance Data) 

 
 

Generate noise data 

When all datasets are ready to use for training, we contribute the program to generate and 

inject noise data into original data. In this method, firstly, we need to get the scale value for 

each data column by getting the max value of each column and calculate the average value 

from each column. Then, we calculate the scale value by subtract the max value with average 

value from each column then divide by 9 18 and 27. By using the value of 9,18, and 27 to 

divide the scale value, we will get the noise value which is not getting out of range from the 

original value range. Lastly, we generate new csv files for noise data by each divided value. 
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Example of Wine Quality original Dataset 

 
 

 

Example of Wine Quality Noise Dataset (Scale value divided by 9) 

 
 

Example of Wine Quality Noise Dataset (Scale value divided by 18) 

 
 

Example of Wine Quality Noise Dataset (Scale value divided by 27) 
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Build Model 

We build the difference NN model that suitable for each dataset. To be more clearly, each 

datasets have the difference input size, hence for the input dimension in dense layer must be 

difference for each dataset and some datasets need to add more dense layers to handle the 

data.  

Train model  

As we already prepare the original data and noise data in csv file. We could import the data 

and train each dataset with the suitable model that we have created for each dataset. We train 

the all data with epochs 500 and use early stopping method to declare the best epoch value 

with the highest accuracy for each data. We also plot the accuracy graph in every training. 
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Code and Experiments 

Main Code 

Generate noise to original data 
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Train model 
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Diabetes Dataset Experiments 

Diabetes Data Sprit Train-Test  
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Diabetes Model Maker and Prepare Train 

 
 

Import Diabetes Data 
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Breast Cancer Dataset Experiments 

Breast Cancer Data Sprit Train-Test 
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Breast-Cancer Data Model Maker and prepare Train 

 
 

Breast-Cancer Import Data 
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Smoking Experiments 

Smoking Data Sprit Train-Test 
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Smoking Data Model Maker and Prepare Train 

 
 

Smoking Import Data 
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Wine Quality Experiment 

Wine Quality Sprit Train-Test 
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Wine Quality Data Model Maker and Prepare Train 

 
 

Wine Quality Import Data 
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Heart Dataset Experiment  

Heart Disease Sprit Train-Test 
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Heart Disease Data Model Maker and Prepare Train 

 
 

Heart Disease Import Data 
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Result 

For the result, we intend to train the model for each experiment for several times to ensure 

that the results of each experiment are invariable.  

The accuracy value and accuracy graph of each dataset are shown below. 

Breast Cancer Experiment Result 

Breast Cancer Original Data Result 

1st round early stop at epoch 53, accuracy 0.8594 

 
 

 

2nd round early stop at epoch 149, accuracy 0.9062 
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3rd round early stop at epoch 102, accuracy0.8750 

 
 

Breast Cancer Noise (1/9) Data 

1st round early stop at epoch 31, accuracy 0.8438 

 
 

2nd round early stop at epoch 48, accuracy 0.7812 
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3rd round early stop at epoch 78, accuracy0.8047 

 

 

Breast Cancer Noise (1/18) Data Result 

1st round early stop at epoch 64, accuracy 0.8438 

 
 

2nd round early stop at epoch 65, accuracy 0.8438 
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3rd round early stop at epoch 56, accuracy 0.8672 

 
 

Breast Cancer Noise (1/27) Data Result 

1st round early stop at epoch 61 accuracy 0.7891 

 
 

2nd round early stop at epoch 52, accuracy 0.7500 
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3rd round early stop at epoch 44, accuracy 0.7891 

 
 

Diabetes Experiment Result 

Diabetes Original Data Result 

1st round early stop at epoch 134, accuracy 0.6279 

 
 

2nd round early stop at epoch 86, accuracy 0.5349 
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3rd round early stop at epoch 93, accuracy 0.6279 

 
 

Diabetes Noise (1/9) Data Result 

1st round early stop at epoch 69, accuracy 0.6353 

 
 

2nd round early stop at epoch 95, accuracy 0.6118 
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3rd round early stop at epoch 146, accuracy 0.6000 

 

 

Diabetes Noise (1/18) Data Result 

1st round early stop at epoch 74, accuracy 0.6118 

 
 

2nd round early stop at epoch 97, accuracy 0.6471 
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3rd round early stop at epoch 80, accuracy 0.5412 

 

 

Diabetes Noise (1/27) Data Result 

1st round early stop at epoch 75, accuracy 0.7059 

 
 

2nd round early stop at epoch 88, accuracy 0.6353 
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3rd round early stop at epoch 86, accuracy 0.6471 

 

 

Smoking Experiment Result 

Smoking Original Data Result 

1st round early stop at epoch 31, accuracy 0.7138 
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2nd round early stop at epoch 67, accuracy 0.7013 

 
 

3rd round early stop at epoch 31, accuracy 0.7079 

 
 

Smoking Noise (1/9) Data Result 

1st round early stop at epoch 34, accuracy 0.6400 
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2nd round early stop at epoch 60, accuracy 0.6658 

 
 

 

3rd round early stop at epoch 51, accuracy 0.6734 

 

 

Smoking Noise (1/18) Data Result 

1st round early stop at epoch 51, accuracy 0.6928 
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2nd round early stop at epoch 78, accuracy 0.7033 

 

 

3rd round early stop at epoch 59, accuracy 0.6587 

 

 

Smoking Noise (1/27) Data Result 

1st round early stop at epoch 71, accuracy 0.7019 
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2nd round early stop at epoch 41, accuracy 0.6899 

 

 

3rd round early stop at epoch 58, accuracy 0.6766 

 

 

Wine Quality Experiment Result 

Wine Quality Original Data Result 

1st round early stop at epoch  272, accuracy 0.7857 
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2nd round early stop at epoch 382, accuracy 0.8286 

 

 

 

3rd round early stop at epoch 297, accuracy 0.8000 

 

 

Wine Quality Noise (1/9) Data Result 

1st round early stop at epoch 217, accuracy 0.7122 
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2nd round early stop at epoch 144, accuracy 0.6835 

 

 

 

3rd round early stop at epoch 275, 0.7698 

 

 

Wine Quality Noise (1/18) Data Result 

1st round early stop at epoch 226, accuracy 0.7914 
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2nd round early stop at epoch 206, accuracy 0.7338 

 
 

 

3rd round early stop at epoch 282, accuracy 0.7842 

 

 

Wine Quality Noise (1/27) Data Result 

1st round early stop at epoch 127, accuracy 0.8129 
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2nd round early stop at epoch 104, accuracy 0.7410 

 

 

3rd round early stop at epoch 198, accuracy 0.7554 

 

 

Heart Disease Experiment Result 

Heart Disease Original Data Result 

1st round early stop at epoch 183, accuracy 0.8250 
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2nd round early stop at epoch 118, accuracy 0.7563 

 

 

3rd round early stop at epoch 92, accuracy 0.7563 

 

 

Heart Disease Noise (1/9) Data Result 

1st round early stop at epoch  113, accuracy 0.7555 
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2nd round early stop at epoch 97, accuracy 0.8495 

 

 

3rd round early stop at epoch 107, accuracy 0.8621 

 

 

Heart Disease Noise (1/18) Data Result 

1st round early stop at epoch 135, accuracy 0.8527 
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2nd round early stop at epoch 89, accuracy 0.8746 

 

 

3rd round early stop at epoch 64, accuracy 0.8683 

 

 

Heart Disease Noise (1/27) Data Result 

1st round early stop at epoch 90, accuracy 0.8652 
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2nd round early stop at epoch 119, accuracy 0.8589 

 
 

3rd round early stop at epoch 65, accuracy 0.7743 
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Result Table 

 

Breast Cancer Original Noise1/9 Noise1/18 Noise1/27 

1st round 0.8594 0.8438 0.8438 0.7891 

2nd round 0.9062 0.7812 0.8438 0.7500 

3rd round 0.8750 0.8047 0.8672 0.7891 

Average 0.8802 0.8099 0.8516  0.7760 

 

Diabetes Original Noise1/9 Noise1/18 Noise1/27 

1st round  0.6279 0.6353 0.6118 0.7059 

2nd round 0.5349 0.6118 0.6471 0.6353 

3rd round 0.6279 0.6000 0.5412 0.6471 

Average 0.5969 0.6157 0.6000  0.6627 

 

Smoking Original Noise1/9 Noise1/18 Noise1/27 

1st round  0.7138 0.6400 0.6928 0.7019 

2nd round 0.7013 0.6658 0.7033 0.6899 

3rd round 0.7079 0.6734 0.6587 0.6766 

Average 0.7076 0.6597 0.6849 0.6894 

 

Wine Quality Original Noise1/9 Noise1/18 Noise1/27 

1st round  0.7857 0.7122 0.7914 0.8129 

2nd round 0.8286 0.6835 0.7338 0.7410 

3rd round 0.8000 0.7698 0.7842 0.7554 

Average 0.8047 0.7218 0.7698 0.7697 

 

Heart Disease Original Noise1/9 Noise1/18 Noise1/27 

1st round  0.8250 0.7555 0.8527 0.8652 

2nd round 0.7563 0.8495 0.8746 0.8589 

3rd round 0.7563 0.8621 0.8683 0.7743 

Average 0.7792 0.8223 0.8652 0.8328 
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Conclusion 

Dataset Original Noise1/9 Noise1/18 Noise1/27 

Breast Cancer 0.8802 0.8099 0.8516 0.7760 

Diabetes 0.5969 0.6157 0.6000 0.6627 

Smoking 0.7076 0.6597 0.6849 0.6894 

Wine Quality 0.8047 0.7218 0.7698 0.7697 

Heart Disease 0.7792 0.8223 0.8652 0.8328 
 

From the results that we get from each dataset with the original and noise injection in each 

scale value. We could clearly see from the table that the noise injection technique doesn’t 

make impact on training the model that much. Just only for the heart disease dataset that the 

accuracy from training noise is slightly higher than the accuracy of training the original data, 

To sum up, based on this experiment, the noise injection technique doesn’t make significant 

improvement to the generalization of neural network. 
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